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Ecology of Pointhead flounder (PF)
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— Distributed area
Spawning grounds

Distribution / Migration
eDistributed along coasts of the Sea of Okhotsk and the Sea of Japan
eComposed of two groups
® Spawned in the Sea of Japan and live in there
® transported to the Sea of Okhotsk as eggs and larvae, which
migrates to the Sea of Japan for spawning as mature fish

Maturation / Spawning
050% maturity is age 3 for females and age 2 for males
®Spawning season is from May to September, peaks in July

®Spawning grounds are offshore waters of north Sea of Japan, depth
of 50to 80 m

Predator-Prey Relationship

®Prey: small fishes, krill, brittle stars, polychaetes, squids, shrimps,
bivalves

®Predator: marine mammals

Other

®The female is larger than the male



Fishery Status (Fishing year: from August to July of the following year)

Catch Fishing effort
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oOffshore bottom trawl mainly catches foraging groups
(from Sep. to Apr.) ® Fishing effort was based on the total number of hauls by
eCoastal gill net mainly catches spawning groups (from Apr. all operations of offshore bottom trawl fishery with Danish
to July) seine, which is the primary method of catch
®Proportion caught by offshore increased to exceed 70% of ® Fishing effort has continued to decline
catches in the 2022 Fishing Year (FY) ® Proportion of non-zero catches is higher since the 2000s
®Catches in the Sea of Okhotsk are extremely small than in the 1980s
®Total catch was 1,612 tons in the 2022 FY ® Details about the fishing effort of coastal operations are
eUnreported catch might be existed because it is a bycatch not known

species



Age Composition of Catches ¢

Catch in number at age by sex (estimated by HRO)

m Age 6+
20 | o Age 5 ® Up to the early 1990s, catch in number of males was equal
Age 4 to females, but few males have been caught since the late
8 A9¢€ 1990s
o Age 3
10 @ Age 2 I e Up to the 1991 FY, females age 2 comprised the ma_jority of
catches, but few females age 2 have been caught since
i - the 1992 FY, and since then the majority of catches have
II = been females age 3 to 4
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—>Catch size restrictions based on stock management
agreements between fishery stakeholders
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® However, catch of males increased in the 2016 to 2017
fishing seasons, and the catch in number of males was
equal to females and catch of female age 2 also increased
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Stock status: Methods

Coastal and offshore landings
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Abundance index 1—Surviving Biomass (D)
Biomass conversion for the surviving biomass (D)

Surplus production model (SPiCT) VPA
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By = Biomass in year y as estimated based on VPA

Cy = Catch inyeary
M = Natural mortality




Abundance index 1—Surviving Biomass (D)

. . (-4 M,
Conversion equation— D, = (B, 1.8-e(2) —¢,_,) 2

in this stock

i Assumption:

i Sex ratio (F:M) = 1:1

i Body weight ratio (F:M)= 1:0.8
i M = 0.25 (using in VPA)

_________________________________________________

! Biomass of females in this stock is estimated using the VPA, it
IS necessary to add the biomass of males to By.

10000 CAA of males
mmm Catch

8000 A =8=Female biomass by VPA
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D 2000 - number of males caught was small and
stable compared to the number of
females caught were used.
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Abundance index 2—Standardized CPUE of offshore bottom trawl

Data

Logbook: Catch reports of Danish seine (by month / fishing area / ship)

*One representative fishing area is reported, even if the fishery operates in more than one area in a day.

scaled CPUE
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(Example)
Year Month Ship Area # of hauls | Walleye Arabesaue | Pacific Pointhead
pollock greenling cod flounder
1999 5 12 56 5 50 200 100 200
1999 5 10 45 3 1000 100 50 10
1999 6 11 55 10 100 50 100 500
Data available period | 1980~2022 Fishing year (August~July of the following year)
Annual trends of
nominal CPUE 4- The CPUE increases 7-fold from 2014 to
2016, but there is a discrepancy with the
3. fishermen’s perception.
2- Increased 7-fold




Data filtering by base port of operations

Catch by Base port Monbetsu & Abashiri

Esashi
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® The base ports still in operation today are Wakkanai, Esashi, Monbetsu, Abashiri, and Otaru
® In some years, catches were extremely low in Monbetsu & Abashiri, and it is thought that PF
were dumped or landed as “Others”

—-0Only data with Wakkanai, Esashi, and Otaru as the base port were used



Data filtering by water depth

Geographical distribution of
previous standardized CPUE
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Histogram of none-zero catch operation depth
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Dep  pF lives in shallower than -250m

® Representative fishing area where target species such as pollock and greenling were caught

is reported

® Fishing areas far from where the PF was actually caught are sometimes reported

—Data below the 5th percentile value of water depth (<-340m) are excluded



Before and After data filtering

Geographical distribution of catch and fishing effort

Fishing effort

Catch
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Changes in operational strategies

By fishing year
The cumulative relative landings curves

(Biseau 1998) s
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Modeling on operational strategies

Direct Principal Component (Winker et al. 2013)

® A method for extracting principal component scores obtained by principal component analysis of
catch composition data as explanatory variables for targeting

®Principal component analysis of square root transformed values of the proportion of each fish

species in each record
ex.) Taiwanese Coastal dolphinfish (Chang et al. 2019). Hawaiian Green job fish (Nadon et al. 2020). Demersal
fishes in American Samoa (Nadon et al. 2023)

Eigenvalues
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© Eigenvalues (>mean = 3)
4 Parallel Analysis (n= 3
Optimal Coordinates (n= 1)
Acceleration Factor (n= 1)

Eactor loadings
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Annual trends of PC scores in Seas of Japan and Okhotsk

Trends of mean PC scores

pollock
herring
« 0OS
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sand larce .

Factor loadings

In OS, increased since the mid-2000s,
reflecting an increase in operations
targeting pollock

In JS, the 1992 and 1993 FYs saw large
declines, reflecting a decrease in
operations targeting pollock

In OS, decreased from 2014 FY, reflecting
increased operations targeting pollock
and cod

In JS, decreased since the 2015 FY,
reflecting voluntary restrictions and poor
catches of pollock and greenling, which
led to operations targeting cod and PF



Statistical modeling

Data set

Logbook: Catch reports of Danish seine (by month / fishing area / ship) filtered
by Base port & Depth (42,108 records, 818,751 operations)

Statistical Model

Generalized additive model (GAM)

Response variable

Catches of pointhead flounder per haul (kg/haul)

Explanatory variables

FY (43 cat: 1980-2022 FYs)

Quarter (4 cat: Aug to Oct, Nov. to Jan., Feb. to Apr., May to Jul.)

HP class(11 cat: from 401 hp up to 1500 hp in 100 hp increments)

Vessel class(2 cat: below 100 tons. 100 tons and over)

Base port (3 cat: Wakkanai, Esashi, Otaru)

PC1 (spline: -2.17 to 2.53)

PC2 (spline: -2.93 to 5.09)

LatLon(spline: 43.42 to 45.75.139.9 to 144.2)

Depth (spline: -336 to -34)

PDO (spline: -3.11 to 2.55)

Base port : FY (129 cat.)

Base port : Quarter (172 cat.)

Error distribution

Tweedie distribution

Link function

log

JOJS LNy T—Y

R ver.4.3. mgcv ver.1.8-42




Model selection

Type-III Anovall L BRE

Parametric terms

Approximate significance of smooth terms

df F p-value edf Ref.df F p-value
FY 42 32.40 <0.01 s(PDO) 8.75 8.98 20.17 <0.01
Quarter 3  274.70 <0.01 s(PC1) 18.36 18.93 839.61 <0.01 All explanatory variables
HP class 10 4.35 <0.01 s(PC2) 18.50 18.95 411.24  <0.01 are significant
Vessel class 1 12.18  <0.01 s(Dep) 7.71 8.49 14.55 <0.01
Base port 2 31.85 <0.01 ti(Lat,Lon) 19.26 19.90 147.25 <0.0T
Base port:FY 84 17.08 <0.01
Base port:Quarter 6 69.00 <0.01

All possible regression of AIC (CXFY. Quarter. PC1.PC2. LatLon are fixed)

Model excluded variables df Loglikelihood AIC o AIC
1 not excluded 225 -133124.84 266700.21 0 )
> Vessel class 224 -133130.47 266709.53  9.32 Models without Vessel and/or
3 HP class 215  -133147.40 26672533 25.12 HP class are relatively low AIC
4 Vessel & HP class 214 -133155.74 266740.07 39.85 values

Evaluating estimator performance of adobe four models and last
year model (excluded HP class and Depth) is tested by 5-fold CV



Model selection

Data sets of 5-fold CV

No. of Scenario
sub set :
HP Sets data Base case I 11 11 IV vV
1 8,409 Train Test Train Train Train Train
2 8,404 Train Train Test Train Train Train
3 8,504 Train Train Train Test Train Train
4 8,444 Train Train Train Train Test Train
5 8,347 Train Train Train Train Train Test
Root mean squared error (RMSE)
Scenario
Model N - v v mean
1. not excluded 306.91 222.34 295.85 270.69 255.31 270.22
2. Vessel excluded 306.85 222.22 295.84 270.52 256.00 270.28
3. HP excluded 307.44 224.56 298.19 271.95 256.33 271.69
4.V & H excluded 307.37 224.14 297.94 271.81 257.13 271.68
5. H & Dep excluded 306.59 229.43 298.36 272.55 259.88 273.35

Model 1 with all explanatory variables was selected by AIC and 5-fold CV, albeit by a

small margin



Final model

Caluclated by R with mgcv package Estimated power parameter

Model 1<-bam(CPUE"FY
+Quarter
+HP class -134000 -
+Vessel class
+s(PDO, bs="cr”)
+s(PC1, bs="cr”, k=20)
+s(PC2, bs="cr”, k=20)
+s(Dep, bs="cr”)
+ti(Lat, Lon, bs="tp”, k=c(8,4))
+Base port -138000 -
+Base port : FY
+Base port : Quarter

-136000 -

loglikelihood

, data=data . : .
, family=tw(link="log*, a=1.1, b=1.9) e coor e
, ha.action="na.fail"“ P

, method=“fREML") The value of power parameter (p)

corresponding to the maximum
likelihood estimates was
approximately estimated at 1.591



Residuals

Residuals plot Residuals histogram QQ-plot
o 15000 — .
30 [ ] g _
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: % .c] 5000 [ ]
D P ) —l_’_‘i g = I | | | I |
i : . . : r T T T 1 0.0 0.2 0.4 0.6 08 10
0 10000 20000 30000 40000 -10 0 10 20 30 Expected
Index resid(model)
The residual plots appear to be Histogram is biased negative, No problematic deviations in the
unbiased but this is due to the fact that distribution of observed and

predictions for zero-catch data predicted values
may be positive
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Effect plots
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Calculation of standardized CPUE

Combination calculation

eoFishing year: 43 combinations staCPUE A
eQuarter: 4 combinations -~ Before filtering A A The CPUE spike
ohD olaea i combinatiome s | I T e e he
i . o
eBase port: 3 combinations Q2- CPUE for older
oPC1: Remove top and bottom 1% tiles and % periods was
divide into 6 equal parts a raised
ePC2: Remove top and bottom 1% tiles and
divide into 6 equal parts
ePDO: Divide into 6 equal parts 0y . . . . . . . .
elat-Lon-Dep: 131 combinations (operated 1980 1985 1990 1995 2000 2005 2010 2015 2020
fishing area) Fishing year
Total 321,216,192 combinations (grids) “o
Calculation of estimated values and - o
aggregation of annual trends &
eEstimate CPUE for each grid from model ®
®Calculate annual trend by averaging by g
fishing year Q 10"
: 4 +  90% CI expanded
Estimate confidence intervals 0.5- f ar%u281179§$, 2005,
eBootstrapping with 100 data re-samplings an >
0.0-
1980 1990 2000 2010 2020

Fishing year



Geographical distribution of CPUE
i\ﬁlominal CPUE after filtering gtandardized CPUE

45 45 1

43 43

140 142 144 14¢ 140 142 144 14¢

High CPUE is distributed in an area High CPUE around 200m depth in
along the Sea of Japan the Sea of Japan, consistent with
ecological characteristics

Bias due to heterogeneity in effort corrected



Comparison of the annual trends of the two index values

2.0~

1.5-

scaled value
—
—

05-
Scaled by the mean of the respective data period
0.0-
1985 1990 1995 2000 2005 2010 2015 2020
Fishing year

These index values were

- staCPUE

Trends are generally consistent.

The fact that the trends of the two
index values from different data sources

are so consistent suggests a high
possibility that they are reproducing the

actual biomass trend.

D

used as input values for SPICT



SPIiCT (Pedersen & Berg 2016)

Pella-Tomlinson state-space surplus production model
Biomass

oy ) (5o | [a5miten - s,
4 4 4
ey, covs o)

Observation log(lt,i) = log(q;B;) + e,
model 1 1 e i~ N(O, Ufi)

Fishing mortality: FtxBt=Ct

_— Time step

v
state $@¢>@:>@:> || Fe=sic
t+A
74 4 4 dlogG, = apdV, | | log(C;) = log (ft FsBst) + €

Observation

model e,~N(0,0?

)
. . ryr =m

Estimation parameter: n,m,K, q;, B;, F;, 05, 05;, 0, bkfrac n(/(n-1))
Parameter estimation in SPICT is conducted by maximum likelihood method by using
template model builder. When assuming prior distributions on parameters, penalized

maximum likelihood method is used (by multiplying the prior distributions to the total
likelihood distribution)




Input data and Assumptions for candidate models

Model 1 Model 2
Input data
Catch (Total landings) 1985-2022 FYs, annual 1985-2022 FYs, annual
Index 1 (Surviving biomass) 1995-2015 FYs, annual 1995-2015 FYs, annual
Index 2 (Standardized CPUE) 1985-2022 FYs, annual 1985-2022 FYs, annual
Priors
n (Shape of the production curve) 2.0 (sd=1.0) 2.0 (sd=0.5) Schaefer prior
r (Intrinsic population growth rate) 0.32 (sd=1.0) 0.32 (sd=0.5) FishLife
oC (Observation error of catch, standard 0.01 (sd=0.001) 0.01 (sd=0.001) Considering the
deviation) amount of dumping
ol1 (Observation error of Surviving biomass, 0.15 (sd=0.5) 0.15 (sd=0.5) Considered in
standard deviation) assessment in 2022
a1l (Catchability for surviving biomass) 1.0 (sd=0.3) 1.0 (sd=0.3) Considered in

assessment in 2022

The values of q,,0},, 05 07, bkfrac were estimated without any priors



Model diagnosis

Model 1 Model 2
@DConvergence OK OK
@AIll variance parameters are finite OK OK

®Residual analysis
@Retrospective analysis

®Assessment uncertainty

®Factor analysis

@Jitter analysis

®Prior - posterior distributions

Residuals fit a normal distribution

Credible intervals did not span more
than 1 order of magnitude

Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

Initial value influence

Dependance on priors




@Residuals

Model 1

Index 1 ACF Index 1 OSA residuals log index 1 data

Sample Quantiles
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Model 2

Index 1 ACF Index 1 OSA residuals log index 1 data
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Model diagnosis

Model 1 Model 2

@DConvergence OK OK

@AIll variance parameters are finite OK OK

®Residual analysis OK OK Residuals fit a normal distribution

@Retrospective analysis

®Assessment uncertainty Credible intervals did not span more
than 1 order of magnitude

®Factor analysis Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

@Jitter analysis Initial value influence

®Prior - posterior distributions Dependance on priors




@Retroactive analysis

Model 1 Model 2
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Model diagnosis

Model 1 Model 2

@DConvergence OK OK

@AIll variance parameters are finite OK OK

®Residual analysis OK OK Residuals fit a normal distribution

@Retrospective analysis OK OK

®Assessment uncertainty Credible intervals did not span more
than 1 order of magnitude

®Factor analysis Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

@Jitter analysis Initial value influence

®Prior - posterior distributions Dependance on priors




®Assessment uncertainty

Model1 Model2
105vx/oer Estimates Ugg/oer L%Vov/oer Estimates Ugopéer

r 0.33 0.66 1.31 0.44 0.72 1.19
K 6,900 9,300 12,600 7,300 9,500 12,500
In(q1) -0.57 -0.32 -0.07 -0.66 -0.39 -0.13
In(qz) -8.70 -8.44 -8.17 -8.79 -8.51 -8.24
n 0.26 0.65 1.61 0.49 0.86 1.50
Op 0.07 0.10 0.13 0.07 0.09 0.13
OF 0.17 0.22 0.28 0.18 0.22 0.28
011 0.04 0.06 0.11 0.04 0.06 0.11
01,2 0.21 0.26 0.32 0.21 0.26 0.32
MSY 2,600 2,700 2,900 2,600 2,700 2,900
Bmsy 1,700 2,700 4,300 2,300 3,200 4,600
B2022 4,100 5,500 7,500 4,400 6,000 8,100
B2022/Bpsy 1.41 2.03 2.92 1.44 1.84 2.34
Fmsy 0.62 1.00 1.63 0.58 0.84 1.21
F2022 0.22 0.29 0.39 0.20 0.27 0.37

F2022/Fpsy, 0.20 0.29 0.43 0.25 0.32 0.42




Model diagnosis

Model 1 Model 2

@DConvergence OK OK

@AIll variance parameters are finite OK OK

®Residual analysis OK OK Residuals fit a normal distribution

@Retrospective analysis OK OK

®Assessment uncertainty OK OK Credible intervals did not span more
than 1 order of magnitude

®Factor analysis Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

@Jitter analysis Initial value influence

®Prior - posterior distributions Dependance on priors




©®Factor analysis »

Model 1 Model 2

Most of the stock variability was explained by surplus
production (red arrow) and catch (green arrow), while

the variability explained by process error (blue arrow)
is small (65 =0.09~0.10)



Model diagnosis

Model 1 Model 2

@DConvergence OK OK

@AIll variance parameters are finite OK OK

®Residual analysis OK OK Residuals fit a normal distribution

@Retrospective analysis OK OK

®Assessment uncertainty OK OK Credible intervals did not span more
than 1 order of magnitude

®Factor analysis OK OK Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

@Jitter analysis Initial value influence

®Prior - posterior distributions Dependance on priors




@Jitter analysis

Model 1
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Model diagnosis

Model 1 Model 2

@DConvergence OK OK

@AIll variance parameters are finite OK OK

®Residual analysis OK OK Residuals fit a normal distribution

@Retrospective analysis OK OK

®Assessment uncertainty OK OK Credible intervals did not span more
than 1 order of magnitude

®Factor analysis OK OK Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

@Jitter analysis OK OK Initial value influence

®Prior - posterior distributions Dependance on priors




®Prior - Posterior Distributions
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Model 1
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Model 2




Model diagnosis

Model 1 Model 2

@DConvergence OK OK

@AIll variance parameters are finite OK OK

®Residual analysis OK OK Residuals fit a normal distribution

@Retrospective analysis OK OK

®Assessment uncertainty OK OK Credible intervals did not span more
than 1 order of magnitude

®Factor analysis OK OK Stock dynamics are mainly explained
by surplus production and fishing
mortality, and process errors are not
conspicuously large

@Jitter analysis OK OK Initial value influence

®Prior - posterior distributions OK OK Dependance on priors

Both models (model 1 & 2) were treated as base case models



Production Curves and estimated parameters on base-case models

model ™= Model1 =8 Mocel2

3000 -
Maximum Sustainable Yield (MSY) -

ny
o
o
o

1000 -

uo13oNpoud snjding

o

0 Bmsy so'océ | 10000
Model 1 (90% credible interval) Model 2 (90% credible interval)
r 0.66 (0.33~1.31) 0.72 (0.44~1.19)
K 9.3 ktons (6.9 k~12.6 ktons) 9.5 ktons (7.3 k~12.5 ktons)
n 0.65 (0.26~1.61) 0.86 (0.49~1.50)
Bmsy 2.7 ktons (1.7 k~4.3 ktons) 3.2 ktons (2.3 k~4.6 ktons)
MSY 2.7 ktons (2.6 k~2.9 ktons) 2.7 ktons (2.6 k~2.9 ktons)

Fmsy 1.01 (0.62~1.63) 0.84 (0.58~1.21)




Differences in estimation results between base-case models

10000 -
a
S 7500 -
= model_name
(%) '
S 50004 = Model1
£ -4~ Model2
2
o0
25001
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o o o o
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— N N N
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N
>
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© 1.
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o)
e -5~ Model1
o A
C Model2
<
R
I

Fishing year

It is difficult to decide which model is better, although
it is not affected by the SD of the prior distributions
of nandr.



Model merging

SPICT estimated precision
matrices for each model that
showing the uncertainty and
correlation of the estimated
parameters

For example,

The parameter sets were
randomly generated for the
number of iteratives
according to multivariate
normal distributions with the
variance calculated from the
precision matrix estimated
om each model

The number of iterations
was 30,000.

The median values, the 5th
percentile, and 95th
percentile of the parameter
sets were defined as the
representative values and
the 90% confidence
intervals




Trends in Biomass and Fishing mortality

10,000 1

Biomass Fishing mortality

7,500 1

5,000 1

Biomass (tons)
Fishing mortality (F)

2,500 1

INcCrease

decrease

0.0

1990 1995 2000 2005 2010 2015 2020 1990 1995 2000 2005 2010 2015 2020
Fishing year Fishing year

eBiomass increased in the long term since the 1995

oFishing mortality increased up to the 1992, and then fell into a decreasing trend, with a slight increase in the 2015
to 2019, declined since the 2020

®The increase in biomass since the 1995 is thought to be due to a decrease in fishing mortality since the 1994

Stock dynamics consistent with the results of interviews for fishery stakeholders

oIn the early 1990s, many fish were shipped to western Japan

eIntroduction of stock management agreements in 1994, which include catch regulations for smaller fish

eOperations in Otaru intensively targeted in the 2016 to 2019 due to a spike in demand from international sales
channels. Then, the COVID-19 pandemic caused a drop in demand since the latter half of the 2019



MSY, Biomass Levels and Trends

Kobe plot

0.00

MSY, Biomass, and F

B/Bmsy

In the 2022 fishing season,

®Biomass exceeds Bmsy, including 90% CI

MSY 2.7 ktons (2.6 k~2.9 ktons)
Bmsy 3.0 ktons (1.8 k~4.4 ktons)
Fmsy 0.92(0.62~1.52)
B2022 5.7 ktons (4.2 k~7.8 ktons)
B2022/Bmsy 1.92(1.48~2.79)
F2022 0.28(0.21~0.38)
F2022/Fmsy 0.31(0.21~0.41)

®Fishing mortality is lower than the Fmsy, including 90% CI

For the previous 5 years (2018 to 2022 FYs), the biomass is judged to be in a “stable” trend




Fitting of estimated biomass and index values

Index @ Surviving biomass (D) ® CPUE

7,500 4

tons)

~ 5,000 1

Biomass

2,500 A

1985 1990 1995 2000 2005 2010 2015 2020
Fishing year

Estimated biomass is a good fit with surviving biomass (o, ; = 0.06,0;, = 0.26)

f f

D CPUE



Fitting of estimated and observed catches

3,000

N
o
o
o

Catch (tons)

® Observed catch
1,000 4 — Estimated catch with 90% CI

1990 1995 2000 2005 2010 2015 2020
Fishing year

Catch estimates were not noticeable different from observations.



Basic Harvest Control Rules (FRA-SA2022-ABCWG02-01)

Gropup 1A (MSY-RPs based on age-structured model)

Fishing ban Limit reference Target
level | | point _[ reference point ]
|
8 el == Fmsy ]-
|
T —————— B-Fmsy ]- 0 if SBy < SBpan
> : : Fi = BY(SBt)Fmsy ifSBban < SB; < SBjimit
g o I BFmsy ifSBt 2 SBiimit
L |
~
L - |
I SB, — SBy,
| y(SBy) =
] I limit ban
I
|
|

SBban SBlimit SBtarget
Spawning Stock Biomass

Gropup 1C (MSY-RPs based on production model)

Similar to Group 1A, start by proposing HCR with robustness proven according to management strategy evaluation
(MSE), then implement future projections as necessary.
SB-B



We developed a simple Sprocedure with SPIiCT results

OM is same as the We incorporate varlous uncertamtles as much
assessment model as possible

'+ Uncertainties in the past population dynamics and prior
i assumptions are considered by incorporation of multiple !
. models and uncertainties in parameter estimation i
.+ Stochastic simulations based on estimated process error

parameter in future projection period
« Apply SPICT to pseudo data generated in future to
estimate ABC

We expect robust specific HCR can be selected based on the OM,
which is expected to reflect uncertainties specific to this stock



OM details: Parameter uncertainty

Multiple plausible sets of tra[ectories

Point estimates with SE . 10000+ '
Base models | 1000. Conditioned OM 75001 w
] : 5000 | ey ¥
@ ;388 WM Fixed Aeﬁ“ects RandomAeffect 2500 '
29007 - , [ \ [ \ 1990 2000 2010 2020 2030
1990 2000 2010 2020 2030 m K n sdb-—- By Fy
Parameter » s=1 {120[1310| --- | - 521/ 0.5 === | - ~ ~
s=2 |1502100] -+ | --- 762[0.42 OEach
Model 1 ' parameter
(prlor 1) S:3 112 1442 o SO 542 0.52 ayare Soc Set:eaCh
S:4 13012014] --- 611 0.45| --- \ OM /
—> S:5 136 ---
S:6 144| --- /®Parameters
Model 2 L, s=7195]| - d-;-fi’om .
fior 2 _ ifferen
{eliieliey $=8 120 models are
5_190 94| - N mixed )
S= 101
@D Generate random
values from MVN using s=11[120
covariance matrix s=12l110




Randomly generated parameters

6000 -
S 4000 -
2000 -

val

0.16 -
0.12 -
0.08 -

2.00 A
1.75 1
1.50 -
1.25 1
1.00 -

0.01002 -
0.01000 ~
0.00998 -

sdc

15000
10000
5000

sdf

0.35

0.30 1
0.25+
0.20 A

0.151

3000 ~
2800 A
2600 -

3e-04 -
2e-04 -

1e-04

0.20 -
0.15+
0.10 -
0.05+

sdi1

3000 -
2800 -
2600 -




OM details: Future projection

7500 -
Conditioned OM Future projection D 5000-

By=2021, 2022 - a

Fixed effects Random effect

1990 2000 2010 26'\20 2030

( \ — -T==
m K n sdb By Fv s=1
s=1 |120[1310] --- | .- 521/ 0.5 | - /ﬁ g=2
s=2 |150[2100| - | - 762|0.42| - | . .
s=3 [112haa2] - | - | [s420.52] - +—> s=3 - Population dynamics parameters are
s=4 [130014] - [ | [611]o.a5] - T =2 different among iterations, that is---
M 5 I [i=1: True Fmsy is 0.4, B2022 is 800]
7 [l >~ [i=2: True Fmsy is 0.2, B2022 is 655] -~
s=8 |120] - S:6 -
s=9 |04 - s="7 - Bis updated every year as:
Sj? 101] - s=8 Bpredt — f(Bt—l,Ct—l, 9)
e B, = Bpred, exp(&;)
s=12[110] = s=9 >
g~N(—0.5sdb*,sdb )
s=10
s=11 « Ct-1 is determined from MP
s=12 | | |




Management procedures

When determining ABC of 2025 at sth iteratior},\\

@ Fit SPICT with the same
configuration of the base

models to the catch and

CPUE data

~

A

\

[@ Input data: Catch and CPUE data until y-2

Year
Catch

CPUE

(1985 1986 2021)( 2022 2023\
230 | 124 234 || 244 | 231
0.2 0.12 0.4 0.32 10.2
\_ Y,
Actual data Pseudo data

(same for all iteration)

\

Fmsy
H C R PFay |=====--

(B will be chosen)  : /

SBran SBlimit

SBrarget

p
® Calculate ABC by using estimation from each model
A s = (B T By, e oS (s=iteration, m=N of model)

\ |

\ I
\ 4

< Fit Model 1 — ABC, ,
Fit Model 2 —— ABC, >

/

(different among iterations)

Take average

\

J

[@ Determine single ABCy,s from the multiple ABCs (e.g. average) Y




Proposed Reference Points (Appendix 4)

The following proposal was adopted at the “Scientific meeting on reference points in fiscal year 2023” (FRA-
SA2023-BRP03-01) held in May 2023.

X Proposed reference points are “levels” and estimates (XX tons) will change with updates ton the stock assessment.

: Ration to Anticipated .
Proposed reference Biomass . . bt . Ration current
S Tz g:graycl:ﬂ?/ Fishing mortality (ﬁ?&ﬁ?) i per
Proposed target 3.0 0.32 0.92 2.7 3.26
[ererence points (1.8~4.4)  (0.19~0.45) (0.62~1.52)  (2.6~2.9)  (2.44~4.85)
Proposed limit reference 2.5 0.26 1.08 2.7 3.83
(Bmin) (1.8~3.4) (0.20~0.33) (0.78~1.49) (2.4~2.9) (3.07~4.79)
Proposed fishing ban
level 0] 0 - 0 -
(0k)

Proposed limit

reference point reference point

Proposed fishing
ban level

[ Proposed target J

B/Bmsy



Proposed HCR (case of 8=0.8)

0.0

\

i _[

Proposed fishing I
ban level

( Proposed limit

- || Proposed target
d

~

O-

2000 4000
Biomass (tons)

6000

Catch (tons)

|

] S~
Proposed fishing Proposed limit Proposed target
ban level L reference point reference point

]

2000 4000
Biomass (tons)

6000




Results of Future Projection
MBeta0.8 HCR WF2022

Projections for the 2024 FY
10000 ‘ T ®Biomass exceeded Bmsy, F increased to BFmsy, and Catch sharp
i ' increased

400C 4

Projections for the 2025 FY and after
®Biomass decreased to around Bmsy, Catch also decreased to around

MSY

7500

3000

o
(=]
(=]
L=}

Biomass (tons)
N
g

Catch (tons)

oF varied due to uncertainty in the ABC calculation process for future
projections

2500
1000 4

90% prediction interval

, , _ , , _ , _ ‘ _ , oF often exceeded Fmsy due to uncertainty in the ABC calculations,

190 e om0 2020 2050 20 1990 20200 2020 20k 2040 and in some cases biomass decreased even when managed by
Fishing year Fishing year BFmsy, and the prediction interval fell below the MSY level

eProjections begin in the 2023 FY eWidely distributed immediately after the start of management,

eGive observed Catch for 2022 FY narrowing around the 2030 FY

oGive the Flyy, as Fjp,s , , ,
eManagement begins in the 2024 FY —SPiCT assumes a random walk in F, so it could not follow OM,

oCurrent F corresponds to 8=0.31 where F changed significantly immediately after the start of
management, and overestimated the amount of biomass by
explaining it in terms of changes in B instead of F

0.5

Fishing mortality (F)

Medium/long-term future projections
eBiomass, F, and Catch were projected to hover near MSY levels

0.0 - v N - - -
1990 2000 2010 2020 2050 2040

Fishing year




Probability of exceeding the proposed RPs

Probability of exceeding the proposed target reference point (%)

B 2023] 2024 2025| 2026| 2027] 2028| 2029| 2030| 2031| 2032| 2033( 2034
1.0 100 | 100 | 68| SI1 35 40| 42| 48 51 55 56 58
0.9 100 100 | 82| 67| 52| 54| 56| 59| 62| 65| 66 67
0.8 100 | 100 | 92| 82| 73 74 741 76| 76| 78| 79 81
0.7 100 | 100 97| 93 8| 8 8] 9| 8| 8| 91 91
0.6 100 100 | 99| 98| 97| 97| 97| 97| 97| 97| 97 98
0.5 100 | 100 [ 100 | 100 | 100 | 100 [ 100 | 100 | 100 | 100 [ 100 | 100
CurrentF | 100 [ 100 | 100 | 100 | 100 | 100 [ 100 | 100 | 100 | 100 [ 100 | 100

Probability of exceeding the proposed limit reference point (%)

B 2023] 2024 2025] 2026| 2027] 2028| 2029| 2030| 2031| 2032| 2033 2034
1.0 100 | 100 | 91 75 58] 60| 60| 65| 67| 70| 72 73
0.9 100 | 100 | 96| 88| 74| 75 75 771 78| 80| 82 84
0.8 100 | 100 98] 95| 90| 91 90 1] 90| 9| 90| 92 92
0.7 100 | 100 | 100 | 99| 97| 98| 97| 97| 97| 97| 97 97
0.6 100 | 100 | 100 | 100 | 100 | 100 [ 100 | 100 | 100 | 100 [ 100 | 100
0.5 100 | 100 [ 100 | 100 | 100 | 100 [ 100 | 100 | 100 | 100 [ 100 | 100
CurrentF | 100 [ 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100

Current F corresponds to £=0.31



Trends in projected representive values of Biomass and Catch

Median value of Biomass (ktons)

B 2023 2024| 2025
1.0
0.9
0.8
0.7
0.6

0.5
Current F

Median value of Catch (ktons)

B 2023 2024| 2025| 2026| 2027| 2028 2029| 2030| 2031| 2032] 2033| 2034

1.0 1.7 5.8] 3.1| 3.1 2.6 27| 26| 2.7 27| 28| 27| 2.7
0.9 1.7 5.2 3.0 3.0\ 2.7\ 2.7 27| 2.7 2.7 2.7 2.7 2.7
0.8 1.7 4.6 3.0 29| 2.7\ 2.7 26| 2.7 27| 27| 2.7 2.7
0.7 1.7 4.1| 2.8 2.8] 2.6 26 26| 26| 26| 26| 26| 2.6
0.6 1.7 3.5 2.7 2.6 2.5 25 25| 25| 25| 25| 25| 2.5
0.5 1.7 2.9 24| 24 23| 23| 23| 23| 23| 23| 23| 2.3
Current F 1.7 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8

Current F corresponds to £=0.31



Projected Biomass, Catch, and Probability

Projected biomass and catch, and probability that biomass will exceed the proposed reference point

Probability that biomass will fall below the proposed limit reference point 1+ time(s) in the 10-year period

Jlsar;)gbea}ckﬁirl]i’%yoo;eeaﬁeeding the Medi%?o\:ﬁéusi (()lftg:%j)ected Median value of projected catch (ktons)
B Probability that | popapility that | [N 5vears | In10years | Year Year 319 5 Year &.t0 10

leai(ocrgg(sjst\k/]vgl biomass will

e gﬁgsggetdhﬁmit 2029 2034 2024 2025 t0 2028 | 2029 to 2033
1.0 58% 73% 2.7 3.0 5.8 2.0 2.7
0.9 67% 84% 3.0 3.3 5.2 2.8 2.7
0.8 81% 92% 3.4 3.6 4.6 2.8 2.7
0.7 91% 97% 3.9 4.0 4.1 2.7 2.6
0.6 98% 100% 4.4 4.5 3.5 2.6 2.5
0.5 100% 100% 5.0 5.0 2.9 2.4 2.3

=50% =90%

Risk that biomass will fall below the limit reference point (probability for 1+ time(s) in the 10-year period)

£ BO.Tmsy BO.2msy BO.6msy BO.7msy B0O.8msy B0O.9msy Bmin
1.0 0% 0% 6% 11% 19% 31% 72%
0.9 0% 0% 4% 7% 11% 18% 48%
0.8 0% 0% 2% 4% 5% 8% 25%
0.7 0% 0% 1% 2% 2% 3% 7%
0.6 0% 0% 0% 0% 0% 0% 1%
0.5 0% 0% 0% 0% 0% 0% 0%

<30%




Responses to comments received in advance

KO1-General
I think that this modeling approach is appropriate given the data available. The state-space
surplus production model benefits from having an index of abundance and generates uncertainty

estimates of management quantities.

Since the available data is insufficient to implement age-sturactured models such as VPA, we
performed an assessment using a state-space surplus production model. As a result,
uncertainties not considered in the VPA could be taken into account in this assessment.

KO2-Model
I was unclear on which parameters had priors in Model 1 and Model 2. The document mentions

that the priors are a sd of 1 and 0.5 (L525-526).
a. I recommend including a table that has the starting values, prior values (if applicable), and

final estimates for each parameter.

We have organized them in this presentation. We would like to improve the presentation in the
stock assessment report to be submitted next month.




Responses to comments received in advance

KO2-Model (continued)

Please include more details justifying evaluating two models and then combining the parameter

estimates.

a. The results between the models are qualitatively similar. This suggests that the sd of 1 vs 0.5
does not seem to have a large impact on the results. This relates back to justifying the need
for having multiple models that are then combined. I think I’ ve seen this kind of ensemble
modeling for highly migratory species like tuna for which there are no data available on
movements. In these cases, movement assumptions have a large impact on model results, so
analysts will try to integrate the uncertainties in movements across multiple possible models.

We do not consider that the difference in SD has a significant impact on the results. However,
since it is not possible to determine which model is closer to the true one at this time, we have
integrated the uncertainties of the two models to present our results.




Responses to comments received in advance

KO2-Model (continued)

b. Please include more details of how the results of Model 1 and Model 2 are combined. Are they
combined into one model that represents the analysts’ best estimate of stock status and then
applied to the projections? Or are the two models used to sample parameter values for the

projections?

SPiCT estimates a variance-covariance matrix that represents the correlation and uncertainty
among the parameters of each model. The parameter set was randomly generated from a
multivariate normal distribution with this matrix as the variance component 15,000 times from
each model, the median of which was used as the representative value, and the 90% confidence
interval was calculated from the 5th percentile and 95th percentile values. The median value was
used rather than the mean value because extreme outliers are likely to occur, and the median
value was used to reduce their impact. The same process is used to regenerate the parameters
for the OM used in the future projection.
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KO2-Model (continued)

c. If the model is run without any priors, where do the estimates land?

ALL parameter

We considered a model with no prior distribution for the shape parameter (n) and the intrinsic
natural growth rate (r) when we first introduced PM in the 2022 stock assessment. As a result,
the calculations converged, but the 95th percentile values of the n and r were about 555 times
the 5th percentile value for n and 20 times the 5th percentile value for r, resulting in very large
confidence intervals. In our PM guidelines, the condition for a stable estimation is that the
estimate is within a factor of 10, so we excluded this model from the base case.
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KO3-Model
The SPIiCT model, from my understanding of the document, does not need to start the biomass at
equilibrium. It is possible to start the models from a fished state. If this is true, can the authors

please include more details regarding the decision to include previous VPA results as Index 2
(1?) in the model?

Although SPIiCT can estimate biomass, fishing mortality, MSY, etc., using abundance index and
catch as input values, the confidence intervals for absolute biomass become very large in the
absence of prior information on the g or K. It has been shown that it is difficult to develop safe
and efficient HCR even if future projections, etc. are conducted based on such parameters
(Robustness of management procedure using surplus production model. FRA-SA2022-ABCWGO02-
08 in Japanese). For this reason, the PM guideline (FRA-SA2023-ABCWG02-07) that absolute
biomass values can be used in stock assessment only when reliable prior distribution information
can be established for g or K. In this stock, the assessment was performed using absolute

biomass by using the estimated biomass obtained from the external VPA as input values with a
prior distribution of a.
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KO3-Model (continued)

a. The g associated with Index 2 is very low, and as a result may not affect the overall results. If
the model is run with just Index 1 and a narrower time frame, do the stock status estimates and
biomass estimates differ much from Model 1 and Model 27

Although g for index 2 is very small, g represents the scale between the estimated biomass and
the index value. The value of ol is used as an indicator for the fit between the estimated stock U
biomass and the abundance index value. In the case of this analysis, olI1 for index 1 is 0.06 and
ol2 for index 2 is 0.26. Therefore, it can be said that the index value that fits the estimated
biomass better is the surviving biomass of index 1. The results of the calculation using only D
(index1) and catch will be shown later.
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KO3-Model (continued)

4.1 could not tell from the document if the SPiCT model was implemented as a Bayesian model.
Specifically, were the priors included in the likelihood calculation? Was some sort of algorithm
like Markov Chain Monte Carlo used to search over the likelihood surface and compute credible
intervals?

a. For example, I use Stock Synthesis models that are frequentist and use penalized likelihoods
in the optimization. We could run MCMC in SS in which the model becomes Bayesian, but we
typically don’t do this.

b. If this is a Bayesian assessment, I believe all references to “confidence interval” should be
“credible interval”

SPICT uses a penalized maximum likelihood method to estimate parameters, and the prior
distribution is multiplied by the likelihood function.

In addition, as stated in the original SPICT paper, although there is a philosophical difference
between “confidence intervals” and “credible intervals,” both are abbreviated as CI because
there is no practical difference, and “confidence intervals” is used in this report without
distinction.
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TO1-Generel

This assessment was an interesting change from the others. The most important issue is the use
of VPA results as an index in the production model, in order to obtain the desired age-structured
output (i.e., SSB) for management purposes. This is unusual. Please explain this approach in
detail versus using an age-structured or delayed-difference type of model. We would need to

discuss this approach in detail during the meeting. Importantly, please show and compare a
model run that is fit to just the bottom trawl index.

As mentioned at the beginning of the presentation, the VPA is analyzed by HRO in another
project, and the figures of CAA and female biomass and limited materials and methods are
published, but not as numerical data. As one of the best available information, numerical values
read from the published female biomass figure were used as an abundance index D for PM.

The results of the calculation using only CPUE (index2) and catch will be shown later.
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TO2-Stock structure and distribution

What is the evidence to support separating this stock (i.e., Fig 2-1) from the other nearby areas
(e.q9., Kamchatka, Sea of Japan, Korea, Taiwan), where Pointhead flounders are also found? For
example, genetics, phenotypic characteristics, tagging or population dynamics?

Genteics; Although partial, mtDNA analysis shows significant genetic differentiation between the
Sea of Japan and the Pacific Ocean around Hokkaido (Xiao et al. 2011).

Phenotypic; Differences in growth, maturity, and spawning season are observed in different
ocean regions.

Tagging; Many tagging research are conducted by Hokkaido and prefectural institutes. Most fish
are taken close to the release site. Although some records show migration of more than 100 km a
year after release, the fish are generally sampled within the range of the stock.

Population dynamics; Population dynamics have been estimated only in three areas, the western
Sea of Japan, northern Hokkaido, and the Pacific Ocean of Hokkaido, but the dynamics are
different.

Fishery data; Based on information from the period when Japanese offshore trawlers also
operated in Russian waters, we consider that the distribution of this stock around Sakhalin and in
Primorsky is not continuous, since effort is distributed along the east and west coast of Sakhalin,
and coast of Primorsky, but catches outside the distribution area of this stock are minimal.
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TO3-Stock structure and distribution

Within this stock, two groups of fish are noted. One that stays within the Sea of Japan for the
whole lifecycle and another that is transported into the Sea of Okhotsk. Do these fish share a
spawhning ground highlighted in Fig 2-17? Please provide supporting evidence.

The existence of the two groups is indicated by Fujioka (2003), but no clear evidence for this is
provided, nor is the basis for assuming that the two groups share spawning grounds. We are
currently conducting a survey to collect biological information and hope to clarify this in the
future.

TO4-Biology
It is unclear whether Suppl Table 2-1 showed the priors or the posteriors. Legend says “Estimated
parameters” but heading in column 1 says “Prior distribution settings”. Please provide tables and

comparative plots of both the priors and posteriors for the various biological parms in the model
(e.g., r, K, bkfrac, n, ---)?

We have organized them in this presentation. We would like to improve the presentation in the
stock assessment report to be submitted next month.
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TO5-Biology
How were the above priors developed? Please explain in detail.

TO6-Biology
For example, it was stated that “prior mean for the intrinsic growth rate (r) was based on FishLife

(Thorson 2020)” but what were the available biological parameters and associated
uncertainties? Or were the parameters only from FishBase and RAM?

Parameters assuming prior distribution were n, r, g1, oI1, and oC.

The n was assumed to be Schaeffer type (2.0). The r was assumed to be 0.32, estimated by
FishLife; the 90% confidence interval in FishLife ranged from 0.07 to 1.42. No other information

available.

Two patterns of standard deviations for r and n, 1 (Model 1) and 0.5 (Model 2), were used based
on the guideline (FRA-SA2023-ABCWG02-07).

The prior distributions of g1 and oIl were examined in assessment in 2022.
(continued)




Responses to comments received in advance

(continued)

The results of examining the SD for the prior distribution of g1 at 0.001, 0.1, 0.2, 0.3, 0.4, and

0.5 showed that g1 was below 1 even when the SD was set at 0.1, resulting in a higher estimated
biomass (B) than the surviving biomass (D). Because the D was calculated from the female
biomass estimated by the VPA, and the total biomass of females and males was calculated by
assuming the population and weight ratios of males and females, there is uncertainty derived
from these assumptions. For this reason, we considered it appropriate to let the mean of the prior
distribution of g1 be estimated to some extent according to the data without fixing it at 1.

We set a standard deviation of 0.3 for the prior distribution of g1 based on the autocorrelation of
the residuals, and the presence of retrospective bias. The sensitivity of different SD settings in
the prior distribution of 1 is confirmed to be small.
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Estimated value

(continued)

The prior distribution of the oI1 was explored in the range of 0.01 to 3 and the SD of 0.5, since
estimation without prior information would result in a wide confidence interval for the ol1,
making parameter estimation unstable.

As a result, the residuals of the indicator value D showed autocorrelation with a 1-year lag when
the mean value of the prior distribution given to greater than 0.2. Since oI1 should not be
assumed to be excessively small due to the uncertainty caused by the assumption used to
calculate D, the prior distribution for oI1 was set to have a mean of 0.15 and a SD of 0.5, where
no autocorrelation in the residuals is observed. The sensitivity of different value settings in the
prior distribution of oIl is confirmed to be small.
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TO7-Biology
Has there been any research to estimate biological parameters for this stock? If so, were these
results used in the assessment? If so, how were they used?

Research vessel surveys and catch surveys have been conducted for this stock, but they have
just started, and sufficient information has not been accumulated. There are no survey results
directly used for stock assessment at this stage.

TO8-Biology
Is there visible sexual dimorphism?

Figure 2-2 shows the sexual dimorphism, in which females are larger, which is often observed in
flounder. In flounder, VPA is often performed separately for males and females due to the large
size difference caused by sexual dimorphism. The VPA for this stock conducted by HRO also
estimates biomass by dividing between males and females. However, due to voluntary regulations
to control the catch of small fish, the catch of males became very low in the mid-1990s. As a
result, there have been years when male sampling has been inadequate, and the results of male
biomass estimates have not been published.
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TO9-Data-Catch & Others

How are the catch time series developed for this stock? For example, are the annual total
catches by weight from the “Annual Statistics Yearbook”? How are the catches of this species
organized in the Yearbook and how are the catches for this stock separated from the other
stocks of this species?

Catch of the offshore bottom trawl by month, vessel, and fishing area are available since 1980,
along with effort information on the number of hauls. Catch of the coastal fishery is available
since 1985 by month, district, and fishing method, but does not include effort information. Older
catch information is summarized as flounder.

T10-Data-Catch & Others
Is there any uncertainty in the catch?

Since the unit price of this species is low and bycatch is the main source, it is assumed that even
if fish are caught, they are discarded or are not sorted by species and recorded as “other” .
Uncertainty in catch is assumed to exist, and in SPIiCT, a prior distribution with a mean of 0.01
and a standard deviation of 0.001 is given for cC, assuming that an error of about 1% exists in
the observation of catch.
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T11-Data-Catch & Others
How is catch in weight converted into catch in number?

T12-Data-Catch & Others
How is the catch by sex obtained? There is a very large difference in catch by sex (see Fig 3-3)

during 1995-2015. What is the cause of that?

The CAA (Fig. 3-3) is cited from the assessment report published by HRO, and the detailed
method is not published. We hypothesize that the reason for the decrease in male catch in the
1995-2015 FYs was due to the avoidance of landing small fish with low fish prices, in addition to
the avoidance of catching small fish due to voluntary regulations, which led to a large decrease in
the catch of smaller males than females.




Responses to comments received in advance

T13-Data-Catch & Others
Given that there was an undescribed VPA model and Fig 3-3 shows catch-at-age by sex, I assume
that there is some sort of size or age sampling occurring but this is not described. Please

describe any sampling to obtain the sex, size and age distributions of the catch, and show the
data?

T14-Data-Catch & Others
Please discuss the catch-at-age data in more detail and explain why it was not used in the
primary assessment model. I understand that a production model only uses aggregate catch but

an age-structured or delayed-difference model could have been used instead of a production
model.

T15-Data-Abundance indices

Most importantly, please explain why the results of a VPA model were used an assessment index.
Also please explain the details of the VPA data and model.

The CAA and VPA are cited from an assessment report published by HRO, and the details of the
materials and methods are not published. The VPA cannot be implemented in this project
because the information necessary to implement the age-structure model is not available at this
time. Although this project has just begun to collect biological information, we consider that the
implementation of the age-structure model is a medium- to long-term issue.
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T16-Data-Abundance indices
Appendix 3 is not in sufficient detail to review the standardized index. Please provide the
document FRA-SA-2023-SC16-101

T17-Data-Abuncance indices
Please describe in detail the raw data and standardization of the bottom trawl index.

I have sent you the machine-translated document. The details are shown in the presentation
above.

T18-Data Abundance indices
What is the size and/or age compositions of the fish in the bottom trawl?

CAA by fishing method are not published by the HRO. Since the majority of the catch of this
species occurs on the offshore bottom trawl, especially in recent years, it would be safe to
interpret the CAA in Figure 3-3 as they are.

T19-Data Abundance indices

Appendix 3 states that the CPUE “was standardized based on aggregated catch reports by month
and by vessel for offshore bottom trawl fishery”. Does that mean each line of data is the monthly
catch of a single vessel? If so, how is the Lat and Lon obtained?

The description was incorrect. Information on the fishing area was also recorded.
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T20-Data-Abundance indices
How was the effort data obtained?

T21-Data-Abundance indices
Why were non-zero catch in the lowest 5% water depth excluded? How about the zero catch
data?

T22-Data-Abundance indices
Please explain the DPC model and results, and how that influences the standardized index.

T23-Data-Abundance indices
Please plot the uncertainty in the standardized index values as well as the observations. Also,
please provide details of the model fit.

T24-Data-Abundance indices
Please plot the nominal CPUE and proportion of zeros.

T25-Data-Abundance indices
Please plot the relationships between the explanatory variables and CPUE.

T26-Data-Abundance indices
Is the start year of the index 19807

The details are shown in the presentation above.
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T27-Data-Abundance indices
Please plot the locations (or density) of the effort by year.
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T28-Data Abundance indices
Other species and stocks report scientific surveys for demersal fish. Is there any kind of
scientific survey for demersal fish in the area?

Last year we began research vessel surveys and catch surveys. Since the accumulation of
information is not sufficient, it has not been reflected in the stock assessment.

T29-Model & Diagnostics
What is the sensitivity of model and results to the priors used?

Already answered in KO2 and TO6.

T30-Model & Diagnostics

Appendix 2 suggests that the assessment is required to produce SSB estimates rather than total
biomass. This suggests that a production model is not appropriate. If a VPA can be performed
adequately, it also suggests that a statistical catch-at-age model can also be performed. Please
explain why a production model was used instead.

Our guideline (FRA-SA2022-ABCWG02-01) recommend the use of age-structured models when
available, but when not available, it is recommended that appropriate stock assessment models
be used to evaluate biomass estimates and their uncertainties. As previously explained, the age-
structured model is not available for this stock. Before 2021, only relative levels and trends were
assessed by CPUE and catch, but starting with the 2022 assessment, biomass can be estimated
by PM. Information is being collected on various aspects toward the introduction of the age
structure model.
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T31-Model & Diagnostics
Is there a need (for management or other reasons) to provide SSB or female SSB?

Because male catches are sometimes extremely low and samples are not available, the biomass is
estimated for females only in the VPA conducted HRO.

T32-Model & Diagnostics
How was the uncertainty in catch represented in the model?

T33-Model & Diagnostics
Please provide the priors and posteriors of the models.

The details are shown in the presentation above.
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T34-Model & Diagnostics
Given that there is sexual dimorphism in growth after maturity, and growth is related to natural
mortality, why assume a 1:1 ratio of male:female for all ages.

There is insufficient information on age-by-sex ratios and a poor basis for making assumptions.

T35-Model & Diagnostics
Is the difference between the Models 1 and 2 just the priors? These priors appear somewhat
arbitrary. Please explain why and how these prior distributions were developed.

The only difference between models 1 and 2 is the standard deviation of the prior distributions
of r and n. As mentioned above, the expected value of r is obtained from FishLife. In FishLife, r is
estimated assuming Schaeffer-type shape parameters, and for other shape parameters, the
expected value of r must be transformed in some way, but the method is not clear. In using the
expected value of r from Fishlife for the prior distribution, if there are no significant problems in
matching the data, the Schaeffer type can be assumed because it is consistent with the prior
distribution of n and .

T36-Model & Diagnostics
Please explain Suppl Fig 2-5 in more detail. I am not used to looking at these.

The details are explained in the presentation above.
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T37-Model & Diagnostics
Please show the model fit to both indices, together with uncertainties.

The details are shown in the presentation above.

T38-Model & Diagnostics
Importantly, please show and compare a model run that is fit to just the bottom trawl index.

In conjunction with comment KO3, here are the results of the PMs that were adapted for D or

CPUE only.

Data Surviving biomass (D) Standardized CPUE D and CPUE (base-case)

Data period 1995-2015 1985-2022 1985-2022

Prior settings
q 1.0 (SD=0.3) w/0 prior a1=1.0 (SD=0.3), a2 w/o prior
ol 0.15 (SD=0.5) w/0 prior 011=0.15 (SD=0.3), oI2 w/o prior
oC 0.01 (SD=0.001)
Model O w/o priors fornandr
Model 1 n=2.0 (§D=1.0), r=0.32 (SD=1.0)
Model 2 n=2.0 (SD=0.5), r=0.32 (SD=0.5)
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T39-Model & Diagnostics
Please show the model convergence statistics.

The calculations are convergent for all models.

T40-Model & Diagnostics
Did you do posterior predictive checks? If so, please show the results.

Not performed because of maximum likelihood estimation by TMB.

T41-Model & Diagnostics
Why start the model in 1985, when the index starts in 1980 and the catch data even earlier?

This is because catches from offshore bottom trawl fisheries are available from 1980, but
catches from coastal fisheries are only available from 1985.
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T42-Projections

Overall, this assessment has done a better job in propagating uncertainties from the estimation
model into the projections. However, the documentation is a bit unclear. Seems like some
uncertainty was included but not others. Given that the model produces uncertainties in the
estimated biomass and productivity parameters, how were these uncertainties included in the
projections?
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Both fixed and random effects uncertainties, as well as
correlations among the estimated parameters, are considered
in the future projections. When /parameters estimated (fixed
and random) by the production model are expressed as 6, and
its precision matrix as £;, random sets of parameters of 6/ =

(0{,0{,...,0{) are produced by multinomial distribution of

6/ ~MVN (8, 5)).

In this case, 8, = (M, A, Ky, G, @21, 0110, 0120 61 Orw 050, B, B ) (8 < 2022).
The produced random sets of §; are used for the jth iteration of
the stochastic population dynamics in the future projection,
after filtering out unrealistic sets of parameters. The resulting
uncertainty reflected in the future projection is shown in
Supplementary Figure 6-1, which shows the distribution of

each parameter. More detailed explanation of the method is
explained in FRA-SA2023-BRP03-101-MSE.pdf.




Responses to comments received in advance

T43-Projections

What is the prediction skill of the projections, especially the 1 to 2 year projections.

(4.4 k-8.6 ktons)

(4.5 k-8.6 ktons)

2-year projection 1-year projection Estimation
Assessment data set of FY2022 Assessment data set of FY2023 Assessment data set of FY2024
B2023 | 6.2 ktons 6.2 ktons 6.0 ktons

(4.5 k-8.0 ktons)

Hindcast is considering it as a future issue.

T44-Others

What are the potential improvements for this assessment?

Considering transition to an age-structured model in the medium to long term.

T45-0Others

Given the contrast in the catch, effort, and CPUE of this stock appears higher in the early part of
the data and model. Is there a possibility to extend the data and model to an earlier period?

This is difficult because total catch information of this stock is not available before 1984.
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T46-Others
Were there uncertainties or sensitivities not included here?

The results of some sensitivity analyses are presented additionally.

YO1
RE(IHLFINHEEARE, LTEICEDHRUTVNDIEDZELED, RREFEDERIE ? GEHLTLVRWL? Kz, BEX(F/\U ) EEblCEsn
LW ? LWhipBIEUERIEEZDVNEILRVLA?)

This species is also known to occur on the west coast of the Kamchatka Peninsula and the Northern Kuril
Islands, but what is its relationship to this stock? (Is it not continuous? Is it not distributed in the southern
part of Sakhalin? Is it necessary to consider it as a so-called “straddling stock”?)

TO2ADEIZD@EY T BRUEREFZZ TLEEA.

As per the response to TO2. It is not considered a straddling resource.

Y02
fbDRIE - REFE[FRIC, FplCN T DHRRAEIEDT S TERLTHNTFESN?

As with other stocks, why not show a graph of the percentage of maturity versus age?

MR CIIEBRET IVICLBBERFREZRTLUTCLWRVWZHI/HEHL TVLWE B AL tRE - BERE(2006) THEEBIKFARIARNSNTLSDT,
B DVWTIRETLE T,

At this time, the stock assessment based on the age-structured model have not been performed, so the data is
not shown. Itaya and Fujioka (2006 in Japanese) have examined the maturity rates by age, and we will consider
indicating the information.
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Y03
2014FLURE, sniF COBEENAETETLEY, ENEREDN 7

Since 2014, the coastal catch has declined significantly; why is that?

FIET =Y LBV XBANSZHENRBDUEHEZZTVET, RETEIEZITEROBZREN SN T DICFEHRLMNTTH, BT HEA
TAHERNTONTVINFZROTERMTONGELE 2R EZBZ TLEXT,

Although no numerical data is available, it is assumed that this is due to a decrease in the amount of effort.
Since gill nets require labor to remove the nets after landing, we consider that the low price of fish has made it
difficult to spend on labor costs and operations targeting this species are no longer conducted.

Y04
1990FREFLURE, 2014FEHET, HEDBESICLENTHDBEEN EIRICD RGO TUVSH, TNIXRED ? MR D DD Z1E ?

Since the late 1990s until about 2014, male catches have been extremely low compared to female catches,
why? Changes in the distribution area by sex?

BERGC BERICISNEROBERBENECLZHEBZSNETT IR "R X > TN TH D726 N RO EIEDLEEC K> T
DBEENMBIRI D UEUTz. RIFHRICHE TCE/ NEEROBSHRDP L TLET,

This is thought to be due to avoidance of fishing for small fish due to voluntary regulations and low fish prices.
Because males are small according to sexual dimorphism, the avoidance of catching small fish has resulted in an
extreme decrease in the catch of males. At the same time, the catch of small young fish decreased for females
as well.
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YO5
K7z, 2015, 2016 FHh SHEDBEENZHITIEZ TLSN, ENIEEED ?

Male catches have increased dramatically since 2015 and 2016, why is that?

Y06

AXH(CET2016~2019FEHIL, IMEICHWTENRITDIREILA THRENSR 272 ENSI|ERICY DN\ FEHESIEENTHONZIE
HY), LS, HDBEEDELERDE, M4-4 TRENTRERBEFOZE(LICHE TS THS D EBONIEEDRESERENHD5LDIC
BADM, HICDOWTIEENTZITTIEERBULINGEWL S ICERZ D AN, DHBDZERRZIEY, X T DRGDEILDEISREDFEES
NiEWH 7?7

In the text, it is stated that “During the 2016-2019 fishing season, operations were aggressively conducted in
Otaru to target pointhead flounder as demand increased due to the expansion of overseas sales channels,” and
indeed, looking at the change in catch of females, there seems to be a change in catch to a degree that would
correspond to the change in catch coefficient F shown in Figure 4-4. However, this does not seem to be enough
to explain the change in the catch of males. Is there anything that can be assumed, such as a sudden change in
the distribution area or a change in the fishing grounds in which they operate?

HPEERVSREDERRY—T YN THDRThIY Z0RY T OIRERG SRENRICINA T,V I/N\FOENEFEREEILAD > T I/\
FHVWDEEMION CREEN LR U ZCECI > TUNEBPBURESNZEEZONE T, Tz ERFIT A X DR/ S RSN
RCEICLDRHELHDEBA VT,

The catch restrictions and poor catches of walleye pollock and arabesque greenling, the main targets of the
offshore bottom trawl fishery, and the expansion of sales channels for PF to overseas markets led to operations
targeting PF and increased F, which again led to catches of small fish. We also consider that the establishment
of the “bara” brand of non-selected sizes has also had an impact.
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Effort
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Standardized CPUE
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2009~2020FENENE. S, 2E{LCPUEEZYYE Y
JUTHSRUERLEED, DB DIEERZ(LIEERSH O NEE
AW CTUTz. A RADBESENIE. EREDENEBEED ERIC
KBEDEEZSNFKT,

Effort, catch, and standardized CPUE were
mapped from 2009 to 2020, but no significant
changes in distribution or fishing grounds were
observed. The increase in male catches can be
attributed to increased biomass and fishing
mortality.
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YO7

A LEITEITSTIEITTCIIR. ECEDERANT S LZHHICHMNBDFHFICKY EEY O EHERDOBRELL(HD VW IEAER
DR FEZIL) 2= XVARICRBI CENTT DL DBEEFERUTHTIILHDDD ?

Why not create not only a stacked bar chart, but also a vertical histogram for each year, etc., so

that we can more clearly see changes in the age composition of the catch over time (or changes
in length composition over time)?

Y09
Catch at ageT—9%{FERATE 9 SPICT Calfiz=iT > CL\DIERIL ?

Why are you using SPIiCT instead of Catch at age data for assessment?
FinrBEREMONILERIFDO LRI SEIAL THYRE TR EIEITEXRRAET—IYDFIRETCETEzE Ao

CAA cannot be modified as it is cited from a publication of HRO. Raw data is also unavailable.
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YO8

E4-11C, VPANSHESNIMEREN SBEULREFEEREDHBITNIRT S TN 201 5FEXRTH DT, CNILEFLHH
[CKDIEREDZELED, TNLURICDWVWTITERMFIEIVPAZITOTLRL ? Kz, RO ERFHMIFER & ANEHmERD
BICEZWVNERESNnsdH ?

In Figure 4-1, there is a line graph of the surviving biomass converted from the estimated female
biomass based on the VPA until around 2015, which was the result by HRO. Are there any
differences between the results of this assessment and those of HRO’s VPA?

2023 FEDERMOERM CIE2021FEEHHFZT TCOMERENHEEINTULET,
The VPA of HRO has estimated female biomass through the 2021 fishing season in 2023 year’s
assessment.
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Y10

BB Z{ER T DI h = > COREIELLFICRA T DIRENEADERFTHMERICSZDEEEOIH ?
What is the sensitivity of the assumptions made regarding sex ratio, etc. in developing the index

I1 to the results of the overall stock assessment?
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REULCTWBBRYIZ. alZzBEE T IcT—FICTrvbEE
CTHESTHE S E CBOHEEMRRICXT T DIREDRKE /]
STWVWEEBZTUVWEXETHFICB2022/Bmsy®wF2022/Fms
yIdmEE THY  BERFHUMERADHEZIZFIZEHYEE A,

In addition to the base case with a 1.8-fold
increase in female biomass, we present
estimation results for two patterns, 1.6-fold
and 2.0-fold. We assume constant sex and
weight ratios and g1 is estimated by fitting
the data without fixing, so we consider that
the sensitivity of the assumption on the
estimation of biomass is small. In particular,
B2022/Bmsy and F2022/Fmsy are robust and
have almost no impact on the assessment
results.
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Y11

NEFTFRERE (PDO) BN EREZF CDEDICHEESADDIZET DL, CPUERELDERBAZEICPDOZ A
N3 &ICEOT, BRIEDFBREVTHESNZRFNTERERZRFMAR (FHR) IC/NATPRZEBRES5LTLES &(TRY
[FUZRULVDN?

If the Pacific Decadal Oscillation (PDO) index affects the variability of abundance itself, wouldn’t
the inclusion of the PDO as an explanatory variable in the CPUE standardization introduce a bias
in the trend in abundance variability over time (year effect) extracted as a result of the
standardization?

PDOIFTURZESC L > TROZENLHZHC K SIRZHEMDZEL CREMEDZRL) &E R T DTS DFHRHARHRELTAN
TLWET,, SHIEAXREIEMEFHHEEHRFEDORBEREZ CDREH DERARHDIERHE U THRETL TLWR LD, NS D15
BIFTANEL B7HICPDOZGAEHRDEHE LI Uz, BRERHNZTDEDDHEZ S A SAREESTEOTEHYEE
AN, PDOZERBRZEED SFRV TERBRICKEI RE LI DY KA.

PDO is included as an explanatory variable to account for changes in the formation of fishing
grounds (changes in fishing efficiency) due to the seasonal movement of fish due to climate
change. We initially considered an interaction term between month or quarter and fishing year as
a candidate explanatory variable for this purpose, but because of the missing data in these cases,
the PDO was chosen as a candidate explanatory variable. There is no possibility that the PDO
could have an effect on the stock fluctuations themselves, but removing the PDO from the
explanatory variables does not significantly change the results.
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Y12

SREXFMARZTDEDICET SREBREDHERENHDHE, RIEHEMDE1EMRD AT, F2EMD A7 ZHRFZRICA
N3 &ICEOT, BRIEDFBREVTHESNZRFNTERERZRFMAR (FHR) IC/NATPRZEBRES5LTLES &(TRY
[FUZRULVDN?

If there is a correlation between fish species regarding the trend of stock fluctuation itself,
won’t the inclusion of the first and second principal component scores of fish species
composition as explanatory variables lead to a bias in the trend of fluctuation in stock abundance
over time (annual effect) extracted as a result of standardization?

EARUIBEH > TVWKRITHEEMDEEERZERVTLSZHREN <RV EIFTEZA TV ERBNETH, Winker
et al. (2014)ICHENTYZ2L—IaUREINHTEONTHY  FEBLEVCEHREINTLET,

Although the square root treatment is used, the species composition of the catch is used, so it
cannot be said that there is no impact at all, but Winker et al. (2014) conducted a simulation
verification and found no problem.
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Y12 (continued)

CPUERZE#1Lik &, BiseauDiitiEiIZ LB Directed CPUEZRAWTEE T I3AED, BFEICKDERELUNTHDE
EDEADIN?

How would you compare the results from both the CPUE standardized method and the Directed
CPUE with Biseau’s extraction method?

AERILBENXAN D ERDIEHBIseauD FEICELD TV ) 0T % {TD EMbBimICT—Y NI R<IRY £ T, 1Z4E1L
CPUEMtREHEIE CDirected CPUEBAEMICHMYU KUV INFIHVLWDIERENS CBXONZEEZS5NB2016-
2017588 CPUEDIEMNMN./ = FIVCPUEDIZE Z AT < LEBIBRENRIGERERQRYAFEAERY XU,
Because this stock is mainly bycatch, filtering using Biseau’s method results in an extremely low
number of data. Directed CPUE was also a candidate in the process of considering standardized
CPUE, but was not adopted because the increase in CPUE for the 2016-2017 fishing season was
unrealistically much greater than for nominal CPUE.

Y13
REZ(CHITDModellEModel2MEVDERNR A HMUIZL U,
The description of the difference between Model 1T and Model 2 in the report is confusing.

Modell&Model2 TlEnErICHIFT BB DIEEELEDHNERVEX T, oMU IT<LRBLIICHREEDAREZZTEBR
HFUET,

Model1l and Model2 differ only in the standard deviation of the prior distribution at n and r. We
will reexamine the report style for clarity.
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Y14

RIS A—=INDIEOHEERIFEBEXBEHRT D& (FIFTITEVME, DFVARREBEOERERETTIVIZIZIZGompertz
EEHRICIED EABUTERVDTIEBRWLWA? Pella-TomlinsonEFIVLEYEINTAXA—=FEH1 DD VWETRIRTET I
ELTDGompertzZiBEET IV (=FoxREIEEETTIIV) COYTIIHEITO>THT, WAIC, WBICTETILEIRZITO T
HCIEEIN?

The estimated result of the value of the shape parameter n is close to 1 when the confidence
interval is also taken into account. In other words, can we assume that the stock dynamics model
for this stock follows almost the Gompertz growth curve. How about fitting the Gompertz growth
model (= Fox surplus production model) as a parsimonious model with one less parameter than
the Pella-Tomlinson model, and then selecting the model by WAIC and WBIC?
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TR EIZGompertzPFoxETIVET D ETHE/INTA—YIIEHMICRBEIFTEZOSNTI N, ENSDETFIVICEDWEETE OIS A
DEECHEICIEIRVEBEARSRHENENEELVET, £ FRKFTRACMSEESPICTOERZFHRICHAFEIN TULE T, IREFERLTL)
BPella-TomlinsonETFIVICED<KSPICTZAREEXEDERFTMTHIE T BICHiY . FiEmX L TEPLE1—Z=(F /2 L TCATINTL)
3OS LTHDCESBATOIHEENRGDICENHAENEVWCERENSEBENP CLBONEUE, SPICTICEXKREIREN., FDMD
EFI)IV-TOT S LICKEBREMENRVRY B ETIVO OIS LDEECHREIFIRENTIZHY FH A £z, shape parameterl&
BREVEEREEEOHEICKILDHEZEZ NS HEENEUVLWAEREDF /NS A—YTT,shape parameterz1ICERELIZE
FTIVERWBRZ EIENDAEEME. OWTIE, O 703 0BT IVICLDEREHEEDOREELE OB NEHREICEN DI BNAH D126, nlk
(FBULEBRIDHIEEZD2EDD)HE/NTA—FEUTHE > TVET,, FNUCE 2T nDOFREEEZ /K FAPEEARDBIRICHGLTEET
TBREVDIETHRERMNHBYET,

Although it is thought that the estimated parameters can be parsimonious estimated by using the Gompertz or
Fox model, the selection and development of a calculation program based on those models requires a long time
and a great deal of effort. Future projections and MSEs have also been developed based on the use of SPICT.
SPIiCT based on the Pella-Tomlinson model, which is currently in use, was selected for use in the stock
assessment of this project because it is a program that has been peer-reviewed and published as an academic
paper, has been used overseas, and is highly versatile. The selection and development of a new model or
program is not realistic unless there are serious problems with SPIiCT or significant advantages in other models
or programs. Although the shape parameter is a highly uncertain parameter that has a large impact on the
estimation of biomass and reference points, it is also difficult to estimate. Since using a model with the shape
parameter set to 1 may lead to an underestimation of the uncertainty of n, and thus of the uncertainty of the
biomass estimates from the production model, n is treated as an estimation parameter (although a week prior
distribution is given). This has the advantage that the uncertainty of n can be taken into account in future
projection and in the selection of management procedure.




Responses to comments received in advance

Y15
B4 -2|TTRUTSREIEESEIRRIC, fHEM5-1bDREEIER AR (HENURES) 2R CHEEL, S5ICZNMPICEFEN (B, Ct)ZT0OY
FUTRIEDICUTIEWODN? ZDLIREIL, #ETOY Ot e REECtICEIRU CRULR/N—=U 32 & LT, LR (Bt, CHD
BE%, REITESHR, BETERAENIEUEN SRS TOIRELTRVWSZENTE D,

5[, EEEEREBITIIS, [=qB DEFRZEE> CTEREEHIICETIRU TRRT DL DTN, SFEDIRECEREEHUDEE
HBEECIOEDHEAGNDEZERTOYNT 2 ENAREE R D, COGE, & - HEOmE# s ICKEREDOT —d&E o2 TOvRTHY, H#
EICHSITHEREZ S SICERUTZ, EERNSRINAIREE RS,

The diagram showing the surplus production curve shown in Figure 4-2 overlaid with the proposed HCRs in
Supplementary Figure 5-1b, and then plotting (Bt, Ct) for each year in the diagram, is a version of the Kobe plot
with the vertical axis converted to catch Ct. This figure can be used to overview the past trends of (Bt, Ct) in
comparison with the surplus production curve and HCRs. Furthermore, if the horizontal axis is converted to a
abundance index It using the relationship I=aB instead of biomass Bt, it is possible to plot directly the
combination of the value of the standardized abundance index It and the value of catch Ct for each year. In
this case, both the horizontal and vertical axes are plotted using actual data, which further reduces the
uncertainty associated with estimation and allows for a direct display.
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Y15 (continued)
I5IC, COLORMICKDT7IN T YR ZERIRE T D5E, BREMETIICEUTDRIOIBUENEZSNDDTIFRLID,

Furthermore, if we assume the outputs from such a diagram, the following improvements to the resource
assessment model may be possible.

BIZIXGompertziIBiEET IV (=FoxREIEEEET L) DHE,

For example, in the case of the Gompertz growth model (= Fox surplus production model)

B _ B(InK —InB) — C
dt—T n n

:O)EtI;BMsyBCJ:GMSYE/\OEX_gt L/T; I;L—FO)CJ:'B ':gﬁg?géo

This equation can be transformed with BMSY and MSY as parameters as follows

dB B B
— = MSY 1—1In =

dt Busy Busy
I5IC, COREEBRETIVEVTETETEUTDLSICRD,

Furthermore, this equation can be rewritten as a discrete-type model as follows

B, B,
Bt+1 _Bt == MSY 1-11‘1 _Ct
BMSY BMSY
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Y15 (continued)

ZORIE, I8TA— (Bysy MSNICEEDKRTHY, I8TA—9 (1, N DIBAHENE LVE/TX—IREDEEANNS \EHFTE 3, 72,
BIEEEEEEED/INTX—YELTUVDESH, SPICTCAHVLSBNAESBINSAXA—ITRDBEERDLVE, EEEEEDHTELSEZTS
[CEXR CEDEEEENH D,

This equation is based on the parameters (Bysys MSY) and is expected to have a smaller correlation among the
parameters than the combination of parameters (r, K). In addition, since the reference point values are used as
direct parameters, the estimation error of the reference point values may be further reduced rather than going
through a parameter transformation step as used in SPiCT.

I5IC, ZORIC T = gB DEMBRERALT

Furthermore, substituting the relation I=gB into this equation

I..—1 I I
L L msy— (l—ln t)—ct
q Iysy Iysy

ETNE, ECREULMIE LT SEEEL L EICA\BIE T, REICS IS RRBBOREERS LA <, ARBINEEL QER D
BERICEE DL, FYUERBG(T—YICERNICED ) BENARERDIDTIFRNEIN ? (CSTlyslIMSYZE 5 X SEREFRIFED K
#T53,)

By using the management chart proposed above, it may be possible to manage more directly based on the
relationship between the abundance index value I and the catch C, without having to estimate the biomass Bt in
each year. (where sy is the level of abundance index value that gives MSY).
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HEERETIVOREBRESIERIDT7IT17HUNRESTTVET BHR ULz L D2 IRIRTIE EREHEETILEUTIESPICTZSE & Bt
HUCHIAT A ENRARVEEZ TVWET, —AGRESIERAIIC DOV T EEEHICHE VW TICROBEEESERAUNBERNISRINTH ST
MSETIEEEDENDOSNIEEDZRANDCEEDHENMTUVET IRRIFZTAICLZRAEEERANZHRB UL LN, CHERED LS ICER
SRERHEEOAEEREZZERE U IVIEREESIERBORETORRIIKVNCHDEEZTVET . AER CTERBL TLVBMSETIL, S53kF
AIEICHWT, O 003 0ETF I EBEERUCABCEZESETZ TOCRZBIRULTHBYUE TN, Z0OEDELIVIEEN T ZHGompertz
ETFTIVNCEZBREDITRETEDRERBVET . EANICIE. EDOnIXT TIEBWLWH, 1Z{RELIZGompertzETF JVICK > THEINDI MSY
ZRHWEGBREER—IXOHCRTABCESHEULRETDINTIA—VYIRREETMTEDEBVET, /272 RESIERBIOREIZ DV T,
2AT—=ORIIY =D DNEBLEEERITDINENG D2, IRIGO_—XEREZ T METHNITFENICHETFUIEWEBULET,

Thank you for the new model equation and ideas for HCRs. As mentioned above, under the current situation, we
believe that it is better to continue to use SPICT as the stock assessment model in the future. On the other
hand, our guideline does not explicitly state the HCRs for the 1C stock, but only that those that have been
confirmed to be robust by MSE should be used. Currently, we have adopted HCRs similar to 1A, but as you
pointed out, there is much room to consider more robust HCRs that take into account uncertainties such as
stock abundance indices. In the MSE conducted for this resource, the process of calculating ABC is reproduced
by applying the production model every year in the future projection year, but I think we can devise a way to
change that part to the Gompertz model, which is easier to estimate. Specifically, I think we could evaluate the
performance, for example, when ABC is calculated with a catch-based HCR using I MSY estimated by the
Gompertz model, which assumes 1, although the true n is not 1. However, we need to take into account the
needs of stakeholders in determining catch management rules, so we would like to consider this in the future, if
necessary, based on the needs of the field.
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CPUE annual trends when some explanatory variable(s) is(are) removed.



