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Summary

This article presents a2 method of estimating mortality and growth parameters of a biological
population through observed changes of the size composition, whether truncated or not. The prin-
ciple is the least squares adjustment of data with estimation of parameters involved in the condition
equations. A little complication comes out from the facts that the sample composition must be
rcgarded as a vector variate, ard that only some of the components are constrained to each con-
dition equation. Though a little laborious in 'numerical calculation, it will especially mset such a
situation where recruitment by growth is occurring and technically difficult for direct estimation.
The number and combinations of the independently inferable parameters are considered, with
which applicability is indicated to be generalized by adoptirg an appropriate division of size or
time interval in advance” And a numerical example on a benthic ‘larval popuiation was discussed

briefly for explanation and some interesting scopes of extrapolation are suggested.

Introduction

Almost completely covered by ordinary sampling schemes, the benthic popula-
tion along the shore, less mobile or attached, does not seem to be so difficult as
fish or plankton to estimate the standing crop and its change. However, as is the
case with adults, we are obliged to face at a different situation when dealing with
benthic larvae, for they pass their pelagic lives before setting on the ground and
usually we cannot neglect possible recruitment from the pelagic population. In such
cases we could start with estimation of the stock, but there seem to remain, other than
sampling, some difficulties to be solved, that is, identification, counting, modes of
precipitation and so on. Such a situation have we met in the course of sttidy on seed
collection of useful bivalves, where it is evident as well that we could not resort to
the mere experiments without any population study in the fields.

‘This is a particular case to which we have intended to apply an arithmetic me-.
thod of analysis presented below. It is always applicable to those cases where we
could assure ourselves just in coverage of field surveys' on successive occasions as
well as representativeness of observed size: compositions, whether truncated or not.

Arnd, if desired, differential estimation of mortality and growth parameters by size
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or/and period will be successfully designed,” Somewhiat laborious in comptitation,
and counsequently troublesome in appearance, ‘as ‘it is, it will often balarnte out
technical complications otherwise required.

Outline of the Method

There are ro. particulars but some additional labors in calculation. In short, it
is to adjust by least squares principle successive sample size compositions under some
conditions, to which the parent -ones should be constrained, and at the same time to
estimate mortality and growth paraméters involved in the condition equations (1.

1) Estimation of Size Compoesitions It goes without saying-that nature of
the problem makes it inevitable to adopt random sampling on successive occasions
with sampling fraction as small as possible. Then every sampling unit --+--- quadrate
for our case«-+ will include individuals to be possibly grouped into different size
classes, that is to say, errors of class estimates within each sample composition would
be no more independent each other. Consequently their covariances conld not ke
neglected, while we might assume to be zero covariances between sample composi-
stion on different occasions. Additional labors in calculation come out really from
these circumstances.

Now it is convenient to deal with a sample size composition on the occasion £
as an A-dimensional vector variate, denoted by X,, where & is the number of size
classes. And the problem is to adjust sample compositions so as to minimize (2]

S=;(X:—Iﬁ;)Wt(Xt—m;),

where m, is the parent composition vector corresponding to X,, W, is the weight
matrix proportional to the inverse of the parent dispersion matrix, and throughout
this paper the transposed of a matrix will be denoted by a bar on the letter,

2) C adition Equations Let us consider a simplified case, where a biolo-
gical population is decreasing with a constant rate of mortality A and growing with
a constant rate of growth B. Then the time-variation of the (Z+1) th class value,
Ay, 141 is composed of three parts; Ant, i will die and Bm,,;s+y grows up into
the (i+2)th size class, and at the same time Bm,,: is recruited by growth from the
i-th class, That is,

Ay, 1e1=—( A+ By, s01+Bnty,
After integration from t to t-+1, replacing integrals by the trapezoid formula,

D) Fii=mlsy, e x—mt,(iq i '

- +(A+4 B)dt(ml+171+1+nzlyz+1> = Bd (41, i+, =0,
where d, is half the time interval from f to zf+1 ThlS is one of the condition equ-
atlon, to wh1ch the parent class values My, iy mt,”l, m,ﬂ,, m”l,zﬂ must be ‘con-
strained, so that ‘the (s— 1)(%E=1) condition equations’ will ‘hold;  when the size com-
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positions, are;obtained on. s suceessive occasions, 1 ens - :
. For, lipearization; neglecting terms of- higher orders iy the Taylm ’s expansmn
we get the so-called reduced conditions as follows :
(23 Fnx, +F¢ mz+1xt+x+F’AeA+F‘1;e1f——F‘ (X,, th,a b)
where m,=X,—x,, A=a—e,, B=b—ej, and Fe myr Blmpnqs ¥ea and Fipare matrices

made up of partial derivatives of F*¢ with respect to m,, m;;, A, and B, that is,

—B —14+A+B 0 e 0 0
M. k—1,k)="F 0 —B =1+A+B i 0 0
e 0 0 —~B e 0 0
0 0 0 e —1+A+8B 0

L 0 0 o e —B (~14+A+B) p
P —B 1+4A+B 0 e 0 0
Cn Flga(l—1,0)= 0 —B 1+A+B e 0 0
0 0 I - . 0 0
0 0 0 e 14A4+B 0

L0 0 0 en —B (1+4+B) p

My, s Dyi152 E My, ot Mops1,a— MWy y—Myry, 1

(&, 1= Mgy 3111, 5 Fep(l, D= My, 3 F Wy, 1~y 5— Wity 2

2

U My, TP, s (W2, o +Ppw 1, 06— Py ey —Mya1, 1)

iwher‘e the time factor is dropped, which will result in no confusion, though the
parameters turn out to have a little different meanings, and read for the bracket-
ed terms respetively —1+ A4, 1+A, and —#9, ;-1—#41, ;- wWhen all the largers than
the k-th size class are pooled there.

3) Arithmetic For convenience of numerical calculation, procedures will
. be sketched here. Simply, assume sample size compositions on two successive oc-
casions (t=1,2) to be at hand, Then simultancous equations to be solved are,
toget‘her with the condition equations (2) above introduced,

(3) Wix—Fuh=0  Wox—F,,h=0,

(4) Fda=0 Fzh=0,
where h is a (2—1) dimensional column vector of Lagrange’s multipliers,

Solving (3) by x; and inserting them into (2), we get l

3) Lh4-F e,+Frep=¥Fo,
where L=F,, W, 'F,,,+F,,W:'F,;, a symmetric matrix and it is evident that these
equations, together with equations (4), form the general normal equations. Then



the normal equations for parameters are
(6) FAL—IFAeA +F L Fyep=F LE,
FoLoF o4 FrL~1Fiep=F;L-'F,.
Solving (6) we will get 65, es, and then h, x;, X3 in the following way,
. h=L-Y(Fo—F e,—Frep)
7 x =W ' Fahb

Xg =W Fagh.
Moreover, the minimized S is evaluated as follows;
(8) Min S = xWix,
=hFo

=FOL“F()*FoL"FAeA——F_'OL“lFBeB.
Accordingly, we can evaluate Min 8 even without obtaining h, but it will be desi-
rable for us to solve cut to residuals of sizeé compositions for further discussion.

Now we have the adjusted size compositions and the estimated rates of mor-
tality and growth at hand,

T/H\z'—“xt—xz (¢=1, 2)

Z:a——e,{

Bzb—es.
The standard errors of these estimates will have been obtained in the course of
calculation, as explained in the next paragraph.,

4) Nature of Selution  Approximately as usually adopted, we will start nu-
merical computation by substituting sample and some guessed values into Fy, Fs,
and ¥,,,, with the consequent problem of convergence untouched. Then the basic
‘model in the statistical sense is specified by

(X, —m,)=e(B,)=0
(BB =w,"t0? (£=8)
=0 (Z4s),
and for the present we can assume constant errors of the guessed values for para-
meters,
=a—A, and Ez=b—B.
“Then the expectation of ‘
Fo= Fm1E1+Fm2E2+FAEA+FBEH
is F.E ;+FzEp and the parent dispersion matrix of Ty becomes L, where L is the

same as already obtained in the course of calculation,

Denoting the inverse of the coefflqent_matrlx of equations (6 )'by C(ci;j), 7

ei=(CaaF LT e 4pF Ll )Fo o :
= (CauFalm I+CABFBL"1)(Fm1E1+Fw2E2)+EA
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Then the adjusted estimate A is expressed»-a,s:
A=a—ei=A+Ei—es :
=A—(casF L~ 1+CABFBL‘1)(Fm1E1+Fm2F2>
the expectation of which is therefore A and similarly e(B) =B, In this sense, that
is, with possible problem of convergence. set aside, the guesswork at the start has
nothing tc do with the unbiassed character of the adjusted estimates. The dispersion
matrix of them is given by C, where €, as denoted above, is already obtained in
the course of solution, R
In addition, the expectation of Min S turns out to be .
Min S=(2k—2)s*
=(sk—p)o?,
in: general, where p is the number of paramsters estimated. It is easily understood
that this relation will give us the so-called external estimate of .g%, Exact test of
goodness of fit needs an explicit form of probability distribution to be introduced,
while an approximate inference could be made by comparison of this estimate with

the internal one.

How many parameters to be possibly estimated

So far, we have assumed a biological population with constant ratés of morta-
lity and growth. In practice, however, there will often arise such cases where pa-
rameters are suspected to change by size or/and by period. The procedure of solu-
tion is easily extended to.those cases, but we cannot estimate all parameters to be
possibly involved in the condition equations,. . ‘

The number of parameters, independently inferable, is determined by the sol-
vability condition of the general normal equations, .The necessary and satisfactory
condition for presence of a unique solution is that the determinant of their coeffi-
cients is not zero. From this condition it follows at once that we can independent-
ly estimate at most no more than (s—1)(k—1) parameters, though possibly invo-
lved in the condition equations are totally 2(s—1)(2—1) when all the largers are
pooled in the largest size class, or (s—1)(2k—1) when they are truncated, because
the rank of the submatrix L is at most (s—1)(2—1). Moreover, it does not imply
whatever combination of (s—1)(k—1) parameters, if desired, is under our choice.
For, in that case, where (F4, F) turns out/to'be a quadratic matrix, an addition-
al condition must be -satisfied that the determinant ]'F'A, Fpl==0. In the same man-
ner, when the number pof parafneters chosen is less than (s—1)(k—1), a condi-
tion mﬁs’t hold, that is, the rank of (F4,Fp) has to'be equal to . Reversely speak-
ing, these conditions are nothing: but that .we must introduce some more assump-
tions about possibly involved parameters, that-is, in other words, that our choice
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«of the:'biological structure :to- be fitted is restricted.. It is true, but . these circumst-
-ances: imply the. léast limitation.in the applicability. of this-method, because those
difficulties would be successfully overéome :in:advance by adopting an’ appropriate
division of size or time intervals at which the parameters to be assumed constant,

Some more definitely, let us begln with the two-successive- sample case. Remem-
bering that we have in any case to determine. one mortality ;and ‘one growth pa-
rameters, it is evident that we require at least .three size classes:for application .of
this method, With ome. more size. class added, the parameters possibly involved: in
the conditions increase by two, one mortality and one growth, while the indepen-

“dently inferable do just by one. To estimate three parameters, there must be four
or more size classes present, when no cares are required for their combinations, In
the case of four parameters, with five or more size divisions necessary, any other
combinations will be under our choice but some.of fhe ones of two mortality and
two growth. The unfavorable ones involve, as different from the other corre-
spondings, the growth parameter of the second, or, in the truncated case only, the
mortality and grthh parameters of the largest size class., .Five parameters, inde-
pendently inferable, which require six or' more size classes present, will show ano-
ther feature. Then we could choose any combination of one mortality and four
growth, or vice versa. However, of others, that is, two mortality and three growth
or vice versa, those partly including one or both of unf avorable combinations in the
four—parameter case are impossible. Moreover, out of our choice are, among com-
binations of three mortality and two growth those which involve the mortality
parameters of 1he successive two Slze classes and the growth one of the smaller, as
different from the others, In this way we could do enumeration of Iavmable or un-
favorable combinations, f ollowmg to the above conditions, without much dnflculty,
and case by case in practlce, though. the more the mdependently inferable, the more
comphcated it may be, ‘ ‘ '

Next, a word to the three-successive- sample case. It is easily to be understcod
that we can estimate as different by perlod all parameters involved in the favorable
combination of the two-successive-sample case, And in this case, it is evident as well,
two size classes are sufficient to determine one mortayl'ity and one growth parame-
ters, This fact implies that the unfavorable circumstances in the former case could
be removed by assuming the parameters constant over both period. Otherwise, that
is to say, when the parameter combination of at least either period is unfavorable,
we cannot solve the problem.

Another point-to be considered along this line is what formula we had better
use in replacing integrals in the conditions, though we have adopted above the

trapézoid one, Simpson’s formula, for example, will surely improve condition equa-
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tions in accuracy, while it is to be takén into dccount that we are obliged in retuin
to presume parameters to be constant over the longer périod. How much it pays us
will depend, of course; upon situations and our experiences.

Nuinerical Example

This is a part of the field survey on Venerupis aréund the end of Hiroshima
3zy at the mouth of the river Yahata, carriéd out by the Hiroshima Experimental
Fisheries Station, The sutrvey repeatedly covered thie seven plots (each about 340
square mieters in area) on five successive oceasions duting May to July 1952. Here
will we refer only to the results of the pldt A én two successive occasions; 6th and
94th June,

They used the 5x5 cm® quadrate (5 cm deep) as sampling unit and 34 units per
plot, with sampling fraction of abotit 1 /4-,; 000, were drawn at random on each oc~
casion. Total fraction through the. peériod.is still so small that we eould neglect
the finite correction for the variance éstimates. Bottom samples were filtered by five

_different meshes, the sizes of which are 1,2,3,4, and 5mm, and Venerupis larvae
were counted size by size. It is evident that all the largers than 5 mm size class are

naturally pooled there,

Equal sampling fraction allows us t6 adopt sample totals as the estimated size
compositions, The sample dispersion matrix is given by #D/(n—1), where # is the
size of sample and D is composed of sample sums of squares and products (Table
1). Take the weight inverse to this matrix. Then we could do without inversion
of it, because it is the inverse of the weight matrix that is necessary in computa-
tion, In addition, we must make some guess of parameters, We will take «=0.10
and 5=0,60 in this example. The closer to the true values we could guess them,
the more we would gain from a view-point of convergence. Otherwise they might
result in the more cycles of operations to be continued for better estimation. Neces-
sary matrices written out béfore, will be easily made up of these guessed values
and sample compositions,

Table 1. Materials from the Survey

Class Orders (S]aorfln%lzssiigi Maitrix* of Sample Sums of Squares and Products
6 th Jure
1 £34 6712.91  7r4l27  1172.27  116.91 47.91
2 1291 17663.52  2735.18 250.94 82.94
3 609 . , 3099. 18 329,27 —12.73
4 116 S 142.24 — 6.76
5. | 17 ' N ; 14. 24
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24th June

1 17 C 2294 8564 . 225.18 43.73 5.12
2 486 .| .. .. . 323055 . 2896.73 . 459,91 _ 0418
3 UL/ T .. 1008L.64 98355 349.0
4 282 R o 772,18 . 47.36
5 91 ' 122,03

* Symmetric to the diagonal. .so the elements below are ofnitted‘

Now, we are ready to run a computional machinery., Complicated as in app-
-earance, it will be almost automatically cperated, following to the procedures abo{ze
-outlined. After some multiplications, additions, and reversions repeated back and
forth, with a cycle of operations completed, we have a solution at hand. The ad-
_justed estimates of parameters, together with minimized S, are shown in the second

-column of Table 2.

Some Discussions

In this example, we have éfarted out with o?=#n/(n—1), as internal estimate,
while the external estimate, to be noted, has come out to be about five times lar-
-ger, Distribution-freely proceeding, we know no exact level by which to test signi-
ficance of this ratio, but it appears to be a little high, In other words, goodness
-of fit is just to be doubted of the assumed biclogical model, Before examination
.of it, however, there is another possibility present to be considered. It is evidently
related to the guessworks at the start, and, really for this example, they are large-
1y adjusted,an indication that they might have been inadequate, To throw light on
this point, the results of successive cycles of calculations are presented in Table 2.

“Their convergence will depend upon our guesswork, it is true, but the adjusted

Takle 2. Results of Successive Cycles of Calculations

Guessed . 1 Second Third Fourth
Values First Cycle Cycle Cycle Cycle
Parameters 0.10 0.200 i 0.160 |  0.149 0.129
Mortality 0.057 | 0.036 0.056 0.057
8B 0.60 0.293 | 0.232 0.205 0.196
Growth : 0.031 | 0.024 0,022 0.022
Minimized S — 39.834 | 47.360 63. 324 65. 267

estimates seem, after a few cycles, to converge within orders of the estimated
standard errors, Sucecssfully their convergence might happen to result in :eluction
.of the external estimate of o2, Othsrwise, as in Table 2, where sizaificance turns
.out to be more assuring, we must take a step farther to inspect the biological model
to be presumed. Then residuals of condition equations will give us some clues to
find out where and how the alternative should be improved. In this' example,
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after the third cycle, they are in order as follows,

—288.2; 834.8; —59.5; 8.4.
The first two, rtelated to the first three size classes, are conspicuous in discrepancy
and, to be noted here, their absolute magnitudes vary inversely to each other, as
parameters decrease. Therefore it may be better to assume different parameters be-

tween the first two and the other size classes. )
Table 3 sums up the results of *three trials, continued from the above third
cycle, that is, with uniform mortality of 0.149 and growth of 0.205 at the start.
"There it is observed, first of all, that either alternatives are expected to improve
' Table 3 Summary of Three Alternatives ‘

Model 1 Two Mortality and One Growth Parameters
Mortality for the smaller 0.395 Growth 0.076
" for the larger —0.275
Residuals of Conditions —8.9;76.7:—33.9;14.1
Mcdel 2 One Mortality and Two Growth Parameters
Mortality 0.058 Growth for the smaller 0.469
” for the larger 0.158

Residuals. of Conditions —126.9;119.1;—30.0;—56.6
Medel 3 Two Mortality and Two Growth Parameters
Mortality 0.295 Growth 0.208 for the smaliler

v —0.188 - » 0.096 for the larger
Residuals of Conditions —25.8;33.3;—42.0;15.5

goodneés of fit, And at the same time it is to be noted that Model 1 and 3 will give
us a negative rate of mortality for the larger size interval, Generally speaking, ne-
gative mortality indicates presence of recruitment of different feature from the one
by growth, This is the case or not, with our example, is of course out of the statis-
tical problem, and we must remember, reversely, too, that it is another 'problem
that the statistically fitted model is biologically approved or not. With our case,

Table 4. Summary of Completed Analysis for Model 2,
with One Mortality .and Two Growth perameters

Size Composition

Date Class. Order |- 1 2 3 4 i 5
6 th June| Observed 534 1204 | © © 609 116 17
’ Adjusted 533 | 1286 591 113 18
24 th June! Observed | 17 | 486 1176 282 Co9l
Adjusted 18 505 1145 310 81
Dirameters Dispersion Matrix*
Mortality throughout constant 0.064 - 10-3x {3.3525 0.6837 0.7207
.Growth for class 1 and 2 0.542 : 1.6629 0.4270

. .Growth for class 3,4 and 5  0.165 04350 |
‘Winimized S 2.2055 ' S N ,

* PBecause of symmetry; the elemets below the diagonal are omitted. And the internal
.. estimate of ¢Z is replaced approximately bY,=1'. .
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“such a recruifment seems to be possibly improbable, thouvgh it is t» be discussed in

details from various points of view. And, for the present, we will adopt Model 2.

" Then, another cycle of operations leads us to the solution,  shown in Table 4,

It shows that the external estimate is significantly reduced. And it is easily under-
stood that possible improvement is statistically tested by compariscn of mirimi-
zed ‘S’s equivalently to the principle of analysis of variance, In this way it is undoub-
tedly evident that the observed change of the size composition, apparently simple
as it is, is really not so straight-forward, and a critical change of parameters takes
place around 3 mm,

Three Extrapolations

Extrapolations, always in danger of erroneous inference, may not be so desirable,
However, we are heré interested in the three aspects of them. First of all, it is evi-
dent that we could, by extending the model to the smaller size class, infer to depo-
sition of larvae, or, so to say, an effective recruitment for the period from the pe-
lagic stock. Backward extrapolation, and forward one as well, has a little difficulty,
for condition equations are lacking by one for the purpose of estimating a previous,
or a future,- size composition. However, with rate of growth already estimated, we
could measure approximately the time elapsed before individuals of a size class total-
ly grew-up to the present class, that is, before complete displacement of a size class.
As a consequence, size compositions on - particular occasions, thus measured, will
be derived easily by multiplying appropriate survival factors to .the present status,
Different rate of growth will bring in some complications, for example, discrepancy
of the patticular period just cited. Then, however, our condition equations modified
will help connecting those independent processes, Thus we could make an inference,
roughly as it is, for neither individual differences of growth nor possible changes of
parameters are taken into account, when deposition, or spawning, began, and how
pelagic larvae ever since have been effectively reecruited to the benthic population,
As for forward inference, we must make an assumption about recruitment, for ex-
ample, that it has just ceased. Then we could estimate ‘a size composition on an ar-
bitrary future occasion. Though the variances of these extrapolated estimates are
approximately evaluated by the ordinary: formula about the variance of a function

of variates, we must remember that they are no safeguard against erroneous infe-

" rence we might happen to fall in on extrapolation,

With detailed discussion left over to a future publication, hére will be a few
points referred to. Both parameters, originally defined as instantancous rate, turn out
to be first approximations to the ordinary rates integrated over half the period when
the time factor is included into them. Taking care of. this difference, it follows from
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the results of Model 2 that the effective recruitment from.the pelagic stock; small
a5 it is at the early stage, scems to- have’ begun five months before and thenigradu-
ally increased, and that the trily éffective one has taken place sincg .about five or
seven weeks before, Assuming, as expected from the -observed chz‘m' e 'of the size

composition, that recruitment has just ceased after the period in this example, let-
us estimate a size compositicn on the occasion when the same plot.was subsequently:
covered, and then we have found a striking coincidenice between the -observed and.

the calculated size compositions -as follows;

Date i Class Order 1 2 3 4 "5
7th July Observed 1 < 139 - 1020 600 194
Calculated 0 202 ) 1055 448 161

This coincidence, we could not deny, is an evidence for adequacy of Model 2.
A Note

This thay be unnecessary, but will not be entirely ‘irrelevant, for thereis proba-
bly expected a situation, where we have no more than single size composition om:
each oceasion, or no information available on the ‘dispérsion and accordingly oi the
weight, with which we would be hardly confronted in 2 deésigned Survey. -Strictly
speaking, there seems to be no way to meet such a situiation, What is usually adop-
ted is to neglect covariances and to weight equally, -or some improvedly, inversely to
the class frequencies, Upon this substitute; on account of apparent gain of reducing
computational labors, we are so ‘often inclined. to rest.-----more or lessidly. However,.
though it is true that it depends partly on experiences and futire study, these subs:
titutes will not be so ‘desirable, because they are based upon complete disregard
of operation particulars of the survey itself and that covariannces could not bealways.
nczlected from a biological point of view, as really in this example,

- ‘Closing this article, the auther wishes to express thany thanks to6 Dr. T. Hanaoka,.
Director -of the Liaboratory, by whom he ‘has been continously encouraged to adva-
nce this study,and-to-Mr, T, Fujita, chiéf of the Hiroshima Experimenté.«l Fish-
eries ‘Station, and his-staffs, who have gladly provided him with materials of the

s urvey for C\plana,tory ‘discussicn inh this drticle. :
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